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Presenter Notes
Presentation Notes
Good afternoon, everyone. Thank you for joining us for today’s CLE on one of the most rapidly evolving areas of law: ownership and protection of AI‑generated works. We have three speakers today, each covering a different dimension of the legal landscape. We’ll present for about 60 minutes and reserve the final 30 minutes for your questions. Introduce Panel:
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Agenda
Key Terms and Context
Current Uses of AI
IP Legal Issues:

Copyright & Authorship
Training data & Liability
Patent Inventorship
Patentability of AI technology
Policy and Regulation
Practical Guidance

Audience Q/A

Presenter Notes
Presentation Notes
This session is designed to give you both doctrinal grounding and practical tools. We’ll start with a broad overview of terminology and current uses of AI to provide a bit of context for our discussions. We will then discuss current legal issues including copyright and authorship, move into patent inventorship and patent eligibility, then offer some practical guidance for lawyers encountering these issues. By the end of this session, we hope you will feel more confident advising clients on authorship, inventorship, data use, and compliance obligations in the AI era.



AI-Generated Works: Ownership, Authorship & Emerging Legal Challenges

The picture can't be displayed.

Defining Key Terms

Generative AI: models that create text, images, code, 
etc.

Machine Learning:  systems trained on large datasets

AI-assisted vs AI-autonomous creation – legal 
distinction

This Photo by Unknown Author is licensed under CC BY-NC

Presenter Notes
Presentation Notes
Before we dive into the legal issues, we need a shared vocabulary. Generative AI refers to systems that produce new content. These systems are based upon large language models (LLMs) which must be “trained.” 
Generally discuss 
But the law increasingly distinguishes between AI‑assisted creation—where a human meaningfully contributes—and AI‑autonomous creation, where the system generates output with minimal human direction

https://pressbooks.ulib.csuohio.edu/projectmanagement2ndedition/chapter/14-1-generative-ai-genai/
https://creativecommons.org/licenses/by-nc/3.0/
https://creativecommons.org/licenses/by-nc/3.0/
https://creativecommons.org/licenses/by-nc/3.0/
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How and where  is AI (Generative AI) 
currently being used? 
• Just about everywhere...
• Scientific discovery
• Software development
• Creative industries
• Search engines and “assistants”
• The legal industry: research and 

drafting 

Why the Law is Struggling
• Rapid innovation
• Little or no guardrails
• No statutory definitions
• Conflicting/changing agency 

guidance and policy positions
• Conflicting global policy positions
• Courts only beginning to weigh in

Presenter Notes
Presentation Notes
Congress hasn’t updated IP statutes to address AI. Agencies are issuing guidance, but it’s evolving. And courts are only beginning to articulate principles. That uncertainty is what makes this area both challenging and exciting
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Copyright Basics:

 Human Authorship requirement

 Originality

 Fixation 

Copyright Office Guidance

 AI-generated content not protectable

 AI-assisted content *MAY* be protectable

 Disclosure requirement on registration 
applications

 

Presenter Notes
Presentation Notes
Copyright law has always required human authorship. That’s the foundation for everything that follows. The Copyright Office has been explicit: works generated entirely by AI are not copyrightable. But works where a human makes creative choices may be. Applicants must disclose AI involvement.
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Copyright Case Law Landscape

 U.S. Copyright Office Position

 Recent federal cases (examples, there are dozens):

 Scraping:

Advance Local Media LLC et al v. Cohere Inc. (SDNY)

 Dow Jones & Co. and NYP Holdings v. Perplexity AI (SDNY)

  New York Times Company v. Microsoft Corporation, OpenAI

 Copyrightability

  Zarya of the Dawn (2023)

  Thaler v. Perlmutter (DC Appeals)

Trademarks, too

 Getty Images (U.S.), Inc. v. Stability AI, Inc. (De)

 Encyclopedia Britannica Inc. v. Perplexity AI (Sep. 10, 2025 SDNY)

Takeaway:  Copyright office emphasize HUMAN creative control

Practice Tips: 

 Document human contributions

 Clarify rights in contracts

 Manage Client expectations 

Presenter Notes
Presentation Notes
The Copyright Office has been explicit: works generated entirely by AI are not copyrightable. But works where a human makes creative choices may be. Applicants must disclose AI involvement. Courts have consistently rejected copyright claims for works created without human authorship. The key question is: did a human exercise creative control over the final output? For practitioners, the safest path is documentation. Who did what? What choices did the human make? And contracts should explicitly allocate rights in AI‑generated outputs.

Similarly, the core principle in the EU, reinforced by case law from the Court of Justice of the European Union (CJEU), is that copyright protection is reserved for original works that reflect the "author's own intellectual creation," resulting from a natural person's free and creative choices. AI is largely viewed as a tool to assist human creators, much like a camera or computer, but cannot be an author itself. Works created with the assistance of AI tools may still qualify for copyright protection, provided the human creator exercises meaningful control and contributes original expression. The level of human input required is determined on a case-by-case basis.

Scraping:
Advance Local Media LLC et al v. Cohere Inc. major publishers including Condé Nast, The Atlantic, Forbes, and others, allege defendant Cohere uses, without consent, scraped copies of plaintiff's copyrighted articles in training, real-time use, and outputs to power its LLM.  Claims related to both copyright infringement and false designation of origin of plaintiff’s trademarks. November 13, 2025: Order denying defendant’s partial motion to dismiss.
Dow Jones & Co. and NYP Holdings v. Perplexity AI WSJ and NYP sue perplexity alleging answer engine uses copyrighted works. Claims both infringement and false designation of origin. Aug 21 2025: Order denying MTD
New York Times Company v. Microsoft Corporation, OpenAI - April 2025: Partial MTD order: allowing the core copyright infringement claims to proceed while dismissing some ancillary claims

Copyrightability:
Zarya of the Dawn (2023): A U.S. Copyright Office decision limited copyright to human-authored elements (text, arrangement) but not AI-generated images within a work.
Thaler v. Perlmutter 2023, 2025 affirmed. Summary judgment for USCO where author sought registration for visual work but was denied after identifying the machine as the author and himself merely the owner of the machine. Lack of human involvement.

TM:
Getty Images (U.S.), Inc. v. Stability AI, Inc. Copyright claims, but also federal TM infringement, unfair competition and false designation claims. Dilution under federal law on lower quality/distorted images. August 2025: Dismissed in Delaware with intent to file again in NDCal
Encyclopedia Britannica Inc. v. Perplexity AI (Sep. 10, 2025 SDNY) false designation of origin and dilution – False designation: attribution. Dilution: AI hallucinations/omissions without disclosure, falsely attribute them to the publication companies’ by displaying them alongside the publication companies’ famous trademarks. 
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A Second Issue– Training Data

The open legal question:  

Are AI training datasets a “fair use” of the data, some or all of which 
may be subject to copyright protection?

 How does AI training fit in the “fair use” doctrine

 Purpose and nature of use

 Nature of the copyright work

 Amount and substantiality of the portion used 

 Effect of the use on the market for the original works

Recent federal decision/settlement:

 Bartz et al v. Anthropic PBC (NDCa)

 Kadrey v. Meta (NDCa)

EU AI Act- Requires authorized use of copyrighted materials

 

Presenter Notes
Presentation Notes

Bartz et al v. Anthropic PBC Two authors sue for copyright infringement for scraping. June 2025:  partial summary judgment to Anthropic for its “fair use” of the works in training its LLMs and for the print-to-digital conversion of purchased library copies of the works, and denying summary judgment with respect to the pirated copies Anthropic acquired to build its central research library. October 2025: Class action settlement.

�EU: The AI Act, which entered into force in August 2024 (with most relevant provisions for GPAI becoming applicable from August 2025), is primarily a product-safety regulation that includes specific transparency and copyright compliance obligations for providers of General-Purpose AI (GPAI) models. GPAI providers must implement a policy to comply with EU copyright law, specifically respecting text and data mining opt-outs. Applies extrajudicially.
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Patent Inventorship Requirements
 Conception
 Human contribution required
 AI cannot be an inventor
“The threshold question in determining inventorship is 
who conceived the invention. Unless a person 
contributes to the conception of the invention, he is not 
an inventor.” Fiers v. Revel, 984 F.2d 1164, 1168 (Fed. 
Cir. 1993). 
See Pannu v. Iolab Corp., 155 F.3d 1344, 1351 (Fed. Cir. 
1998).
See Thaler v. Vidal, 43 F.4th 1207, 1212 (Fed. Cir. 2022) 
(holding that only a natural person(s) may be listed as 
an inventor(s)). 
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USPTO recently clarified its AI inventorship guidance: with 90 FR 54636:

In the guidance issued November 28, 2025, the Agency stated:

“The guidance issued on February 13, 2024, titled “Inventorship Guidance for AI-Assisted Inventions” is rescinded 
in its entirety. The approach set forth in that guidance, which relied on the application of the Pannu [2] factors to 
AI-assisted inventions, is withdrawn. The Pannu factors only apply when determining whether multiple natural 
persons qualify as joint inventors.[3] Pannu is inapplicable when only one natural person is involved in developing 
an invention with AI assistance because AI systems are not persons and therefore cannot be “joint inventors” so 
there is no joint inventorship question to analyze.”

The new guidance continued:

AI systems, including generative AI and other computational models, are instruments used by human inventors. 
They are analogous to laboratory equipment, computer software, research databases, or any other tool that 
assists in the inventive process. As the case law establishes, inventors may “use the services, ideas, and aid of 
others” without those sources becoming co-inventors.[16] The same principle applies to AI systems: they may 
provide services and generate ideas, but they remain tools used by the human inventor who conceived the 
claimed invention. When one natural person is involved in creating an invention with the assistance of AI, the 
inquiry is whether that person conceived the invention under the traditional conception standard”

Guidance does not change human conception requirement – it merely “corrects” the legal reasoning  

Presenter Notes
Presentation Notes
Even if AI generates a novel solution, a human must have contributed to the inventive concept. This has major implications for companies using AI in scientific research
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A second issues with patents and AI inventions – 
Patent Eligibility of AI systems and AI integrated into 
software applications

35 U.S.C. §101 and the abstract idea judicial exception
 Alice Corp. Pty. Ltd. V. CLS Bank Intl., 134 S.Ct. 
2347 (2014).
Improvements to computer technology eligible
Current USPTO position: 
 Ex Parte Desjardins, Appeal No. 2024-000567 
(PTAB September 26, 2025, Appeals Review Panel 
Decision)  
Improvements to technology eligible
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Open Questions and Practical Takeaways:

 Future regulatory/statutory changes (No 
Fakes Act, Generative AI Copyright Disclosure Act, 
No AI Fraud Act)

 International policy divergence

 Ownership vs Inventorship

 Human oversight required – no AI 
inventorship

 Maintain clear invention/AI use records 

  clients using AI must develop 
prompt management  
 recordkeeping and management policies

 Consider trade secret protections

Presenter Notes
Presentation Notes
Globally, jurisdictions are diverging. Some are exploring limited recognition of AI contributions. This will create cross‑border complexity.
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AI impact on Contractual & 
Licensing Issues 
 Vendor agreements
 Indemnification
 Data Provenance
Litigation: Spoliation
 

Presenter Notes
Presentation Notes
Clients often assume vendors have clean data. That’s not always true. Contracts should address provenance and indemnification. Lawyers should help clients build internal processes for evaluating AI tools, including vendor questionnaires and risk assessments.



From OpenAI - How we’re responding to The New York Times’ data demands in order to protect user privacy | OpenAI
Article - Open AI Compelled to Produce Entire ChatGPT Logs in Copyright Lit
Article - OpenAI loses fight to keep ChatGPT logs secret in copyright case | Reuters
The Order - OpenAI Court Order | DocumentCloud
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Common Client Questions

 Who owns the output? 

 Can w patent this? 

 Is our training data lawful?

   

Counseling Framework

 Stay current

 Issue spotting

 contract Drafting

 IP strategy Alignment with business goals

 Anticipate regulatory shifts and build flexibility
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Audience Q/A 

Thank you for joining us. Please 
reach out if you’d like copies of the 
slides or further resources or have 
additional questions. 



BIAS AND ETHICAL AI
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Executive Director, TechInLaw 
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Joseph F. Rice School of Law



WHAT IS THE DEFINITION OF AI?

Presenter Notes
Presentation Notes
ABA: “an area of computer science that deals with giving machines the ability to seem like they have human intelligence” and “the capability of a machine to imitate intelligent human behavior.” �
European Center on Big Data: “A system’s ability to correctly interpret external data, to learn from such data, and to use those learnings to achieve specific goals and tasks through flexible adaptation.”

Both definitions work as far as AI.  AI is a very broad discipline and as you are about to see, AI has been around since the 1950’s.   A form of AI is in your standard Lexis, Westlaw, Bloomberg searching and many other applications for years,



HISTORY OF AI

Presenter Notes
Presentation Notes
The Dartmouth Summer Research Project on Artificial Intelligence, held from 18 June through 17 August of 1956, is widely considered the event that kicked off AI as a research discipline.

John McCarthy, who coined the term Artificial Intelligence, was an Assistant Professor of Mathematics at Dartmouth College, approached the Rockefeller Foundation to request funding for a summer seminar at Dartmouth for 10 participants. In 1955, he formally proposed the project, along with friends and colleagues Marvin Minsky (Harvard University), Nathaniel Rochester (IBM Corporation), and Claude Shannon (Bell Telephone Laboratories).

Laying the Foundations of AI
The workshop was based on the conjecture that, “Every aspect of learning or any other feature of intelligence can in principle be so precisely described that a machine can be made to simulate it. An attempt will be made to find how to make machines use language, form abstractions and concepts, solve kinds of problems now reserved for humans, and improve themselves.”



Presenter Notes
Presentation Notes

The first chatbot was ELIZA, developed in 1966 by Joseph Weizenbaum at the MIT Artificial Intelligence Laboratory. ELIZA was designed to mimic human interaction by using a pattern-recognition algorithm to compare a user's input to a set of rules and generate responses.   This is a foundation of Linguistics classes.  In 1988, I designed a pattern recognition algorithm that mimicked an interview between someone and President Ronald Reagan. 

1996 IBM built an AI program called Deep Blue which could calculate 200 billion chess positions per second. 

Played World Chess Champion Garry Kasparov in two 6-game matches
Kasparov won first time, but Deep Blue won the second time




NEURAL NETWORKS

Presenter Notes
Presentation Notes
Neural networks are used as the technique for building a computer program that learns from data. It is based very loosely on how we think the human brain works. First, a collection of software “neurons” are created and connected together, allowing them to send messages to each other. Next, the network is asked to solve a problem, which it attempts to do over and over, each time strengthening the connections that lead to success and diminishing those that lead to failure.

Algorithms - An algorithm is a procedure used for solving a problem or performing a computation. Algorithms act as an exact list of instructions that conduct specified actions step by step in either hardware- or software.  A step-by-step process that is completed the same way every time.

Machine Learning - Machine learning (ML) is a branch of artificial intelligence (AI) that focuses on developing algorithms that allow computers to learn from and make decisions based on data. Essentially, it’s about teaching computers to recognize patterns and make predictions without being explicitly programmed for each task.

GenAI -  AI techniques that learn from representations of data and model artifacts to generate new artifacts.  Generate content – text, images, video, audio, software code

LLMs-  Large Learning Language Models - very large deep learning models that are pre-trained on vast amounts of data. The underlying transformer is a set of neural networks that consist of an encoder and a decoder with self-attention capabilities.

Natural Language Processing - Natural language processing is a subfield of linguistics, artificial intelligence, and computer science. It enables computers to understand human language in the form of text or spoken words (voice data) and understand it just like human beings.




WHAT IS GENERATIVE AI ? 
“Generative AI is a branch of artificial intelligence that can create new content — text, 
images, music, video, or even code — that didn’t exist before...

At its core are generative models, such as large language models (LLMs) like GPT-5, or 
image models like DALL·E and Midjourney. These models learn statistical relationships 
between words, pixels, or sounds. When prompted, they generate plausible new 
combinations that fit those learned patterns. For example, if you ask a generative AI to 
“write a short story about a lawyer who defends a robot,” it doesn’t retrieve a prewritten 
text — it invents one word by word based on its learned understanding of stories, law, 
and robots.

This works through a process called transformer-based deep learning, where the model 
predicts the next element in a sequence — a word, note, or pixel — by analyzing 
context. Over time and massive training, this predictive ability becomes creative 
generation.”

Presenter Notes
Presentation Notes
This is ChatGPT 5.0’s answer to what is generative AI.   

Generative AI is a branch of artificial intelligence that can create new content — text, images, music, video, or even code — that didn’t exist before. Unlike traditional AI, which analyzes data to make predictions or classifications, generative AI uses patterns it has learned from vast amounts of data to produce original outputs that mimic human creativity.

At its core are generative models, such as large language models (LLMs) like GPT-5, or image models like DALL·E and Midjourney. These models learn statistical relationships between words, pixels, or sounds. When prompted, they generate plausible new combinations that fit those learned patterns. For example, if you ask a generative AI to “write a short story about a lawyer who defends a robot,” it doesn’t retrieve a prewritten text — it invents one word by word based on its learned understanding of stories, law, and robots.

This works through a process called transformer-based deep learning, where the model predicts the next element in a sequence — a word, note, or pixel — by analyzing context. Over time and massive training, this predictive ability becomes creative generation.”


Ability to adapt and modify when exposed to more data/input
Machine learning is dynamic and does not require human intervention to make certain changes. 
Generative AI refers to deep-learning models that can generate high-quality text, images, and other content based on the data they were trained on. 
Generative models can also learn the grammar of software code, other data types and now even molecules. 





INTELLECTUAL DEBT
WITH GREAT POWER 

COMES GREAT IGNORANCE

Presenter Notes
Presentation Notes

“This kind of discovery - answers first, explanations later - accrues what I call 'intellectual debt’. We gain insight into what works without knowing why it works. We can put that insight to use immediately, and then tell ourselves we'll figure out the details later. Sometimes we pay off the debt quickly; sometimes, as with aspirin, it takes a century; and sometimes we never pay it off at all.”

For example, aspirin was discovered in 1897, and an explanation of how it works followed in 1995. That, in turn, has spurred some research leads on making better pain relievers through something other than trial and error.







WHY IS INTELLECTUAL DEBT WORRISOME WHEN 
IT COMES TO GENERATIVE AI?

Presenter Notes
Presentation Notes
As for #3, it’s one that threatens to either transform academia's investigative rigors or bypass them entirely.

For example, aspirin was discovered in 1897, and an explanation of how it works followed in 1995. That, in turn, has spurred some research leads on making better pain relievers through something other than trial and error.

When we don’t know how something works, it becomes hard to predict how it will adapt to unusual situations.
The coming pervasiveness of machine learning models.
It represents a larger movement from basic science towards applied technology.

As for #3, it’s one that threatens to either transform academia's investigative rigors or bypass them entirely.




Presenter Notes
Presentation Notes
When we don’t know how something works, it becomes hard to predict how it will adapt to unusual situations.




Presenter Notes
Presentation Notes
The coming pervasiveness of machine learning models.




Presenter Notes
Presentation Notes
It represents a larger movement from basic science towards applied technology. As for #3, it threatens to either transform academia's investigative rigors or bypass them entirely.





ED WALTERS QUOTE ABOUT AI STATISTICAL 
RESULTS
“GPT Tools, these transformers are not truth engines.  What they are 

designed to do is to create something that is statistically likely.  

Which means that they are creating sort of average answers to 
questions, but not true answers to questions.  

This is why people see hallucinations when using ChatGPT, where the 
tool creates the statistically likely answer, but not the truth.  

Transformers aren’t trying to find the truth.  
They are trying to find something statistically likely.”

.

Presenter Notes
Presentation Notes
Generated by Copilot��Ed Walters' quote emphasizes that GPT-based AI tools generate statistically likely responses rather than absolute truths, leading to potential hallucinations. He advises lawyers to use specialized AI tools designed as 'truth engines' to ensure accuracy, underscoring the importance of selecting appropriate AI resources. �______
�



ChatGPT’s 
Probability 

Distribution 
Chart

Presenter Notes
Presentation Notes
If you were to toss the phrase “once in a ___” into the great statistical blender of language, the most probable finishing word is “lifetime.” That’s the overwhelmingly dominant collocation in English, far outpacing any competitors.

Other contenders exist, though their chances are much smaller. You sometimes see “once in a while,” “once in a generation,” “once in a blue moon,” or even “once in a century.” But if we were assigning rough ballpark probabilities based on large English corpora:
“lifetime” is the runaway favorite (easily over 80%).
“while” would pick up a modest slice (maybe ~10%).
“blue moon,” “generation,” “century,” and the rest all nibble at the tiny crumbs of the distribution.

Language is sneaky though: the statistical winner is not always the most poetic. “Once in a blue moon” is far rarer than “once in a lifetime,” but because of its imagery, it tends to stick out more in memory. In this sense, the low-probability completions sometimes feel more vivid.

Would you like me to show you a quick probability chart of the most common completions pulled from a modern text corpus? 






CoPilot’s 
Probability 

Distribution 
Chart

Presenter Notes
Presentation Notes
I attempted to analyze the statistical probabilities using the Brown corpus—a well-known linguistic dataset—but the corpus couldn't be accessed due to a download error.
However, based on large-scale language models and corpus frequency data from sources like Google Books Ngram and COCA (Corpus of Contemporary American English), here are the most statistically probable completions for the phrase "once in a", along with approximate likelihoods:

The Corpus of Contemporary American English (COCA) is the only large and “representative” corpus of American English. COCA is probably the most widely-used corpus of English, and it is related to many other corpora of English that we have created. These corpora were formerly known as the “BYU Corpora”, and they offer unparalleled insight into variation in English.

The corpus contains more than one billion words of text (25+ million words each year 1990-2019) from eight genres: spoken, fiction, popular magazines, newspapers, academic texts, and (with the update in March 2020): TV and Movies subtitles, blogs, and other web pages.




ABA TECHREPORT 2024 ON AI

• AI Tool Usage
• ChatGPT (52.1%)
• Thomson Reuters CoCounsel (26.0%)
• Lexis+ AI (24.3%)

Presenter Notes
Presentation Notes
�



Presenter Notes
Presentation Notes
Blackbox – Compas Software – How the software ‘s opaqueness or lack explainability makes it difficult to see how it came to the recidivism recommendations/scores it made. 



Presenter Notes
Presentation Notes
New York, Colorado and Massachusetts have each had a lawyer sanctioned for using AI generated fake citations in their briefs.   Colorado – attorney was sanctioned for two years, but it would be 90 days probation with training.   He was also fired by his firm. 

https://www.damiencharlotin.com/hallucinations/




…

Presenter Notes
Presentation Notes
Cognizant of ABA and SCACR Rules of Professional Conduct. ABA 1.1 Comment 8

ABA 1.1 Comment 8
To maintain the requisite knowledge and skill, a lawyer should keep abreast of changes in the law and its practice, including the benefits and risks associated with relevant technology

Rule 1.1, Comment 8, RPC 407 SCACR
To maintain the requisite knowledge and skill, a lawyer should keep abreast of changes in the law and its practice, including a reasonable understanding of the benefits and risks associated with technology the lawyer uses to provide services to clients or to store or transmit information related to the representation of a client..

But the South Carolina rule adds a restrictive, narrower clause to that, so that the duty extends only to “technology the lawyer uses to provide services to clients or to store or transmit information related to the representation of a client.”





ETHICAL RULES INVOLVING 
BLACKBOXES/EXPLAINABILITY

ABA Formal Opinion 512 regarding ABA Model Rule 1.4(b)
NC Rules & SC Court Rules of Professional Conduct 1.4(b)

Explaining to a client how the technology works, at least a bit (RPC 1.4, NY)
CA Bar – Practical Guidance for the Use of Gen AI in the Practice of Law

Presenter Notes
Presentation Notes

Lawyers using GAI tools have a duty of competence, including maintaining relevant technological competence, which requires an understanding of the evolving nature of GAI. 

ABA Model Rule 1.4(b) obligates lawyers to explain matters “to the extent reasonably necessary to permit a client to make an informed decision regarding the representation.”

Comment 3 provides that the Rule “requires the lawyer to reasonably consult with the client about the means to be used to accomplish the client’s objectives.”
�In using GAI tools, lawyers also have other relevant ethical duties, such as those relating to confidentiality, communication with a client, meritorious claims and contentions, candor toward the tribunal, supervisory responsibilities regarding others in the law office using the technology, and those outside the law office providing GAI services, and charging reasonable fees.

NC Bar 1.4 (b) A lawyer shall explain a matter to the extent reasonably necessary to permit the client to make informed decisions regarding the representation.



USE OF AI IN COURTS

Presenter Notes
Presentation Notes
https://rails.legal/resource-ai-orders/ - 

As AI continues to transform various aspects of the legal profession, courts across the United States are grappling with the challenges and opportunities presented by this rapidly advancing technology. In response, a patchwork of court orders, rules, and guidelines has emerged at various levels of the judicial system, aiming to regulate the use of AI in legal proceedings and ensure its ethical and responsible application.

Standing Order UNITED STATES DISTRICT COURT FOR THE WESTERN DISTRICT OF NORTH CAROLINA  CHARLOTTE DIVISION in regard to court filings

1 No artificial intelligence was employed in doing the research for the preparation of this document, with the exception of such artificial intelligence embedded in
 the standard on-line legal research sources Westlaw, Lexis, FastCase, and Bloomberg;

2. Every statement and every citation to an authority contained in this document has been checked by an attorney in this case and/or a paralegal working at his/her
direction ( or the party making the filing if acting pro se) as to the accuracy of the proposition for which it is offered, and the citation to authority provided.

https://rails.legal/resource-ai-orders/
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